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Abstract. Taking the temporal dimension into account in searchirgg, using
time of content creation as part of the search conditionpig gaining increas-
ingly interest. However, in the case of web search and welehausing, the
timestamps (time of creation or creation of contents) of wabes and docu-
ments found on the web are in general not known or can not beettpyand must
be determined otherwise. In this paper, we describe appesabat enhance and
increase the quality of existing techniques for deterngirtimestamps based on
a temporal language model. Through a number of experimentsroporal doc-
ument collections we show how our new methods improve tharacyg of times-
tamping compared to the previous models.

1 Introduction

During the recent years, the amount of information on therhwt has increased dra-
matically, and makes web search even more challengingo@dth well-known search
engines still deliver good results of pure keyword searchdsas been observed that
precision is decreasing, which in turn means that a userchgisand more time in ex-
ploring retrieved documents in order to find those that etiee information need. One
way of improving precision is to include the temporal dimensnto search, i.e., ex-
tending keyword search with the creation or update time efitbb pages/documents.
In this way, the search engine will retrieve documents aliogrto both text and tem-
poral criteria, i.e.femporal text-containment search [14]. In addition to searching the
current web, searching in old versions of web pages is somstuseful. This can be
of interest in large-scale archives like the Internet Avelib] as well as more focused
web warehouses like V2 [13].

However, in order for temporal text-containment searchite good results, it is
obvious that the timestamps of documents have to be as #e@sgossible. In the
case of local document archives, trustworthy metadataitichides time of creation
and last update is available. However, in the case of weltlseard web warehousing,
having an accurate and trustworthy timestamp is a sericaitecige. One way to solve
the problem, is to use the time of discovery as timestamp (e time a document/web
page is first found by the web crawler). This will give an aatartimestamp if the
creation time of a document and the time when it is retriewethb crawler coincide in
time. Unfortunately there is no guarantee that this is tise cand adding to the problem
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is the fact that the web page/document can be relocated acovéiry time in this case
will be very inaccurate. In some cases metadata about datsma the web can be
retrieved but they can also in general not be trusted anah @fte simply just plain
wrong.

As can be seen, in the case of web search and web warehousiilgiit gen-
eral be impossible to get trustworthy timestamps basedfomration acquired during
crawling time. Thus, our research challenge is: for a giveoudnent with uncertain
timestamp, can the contents of the document itself be uséétésmine the timestamp
with a sulfficient high confidence? To our knowledge, the onmvwus work on this
topic is the work by de Jong, Rode, and Hiemstra [3], whicheisdal on a statistic lan-
guage model. In this paper, we present approaches thatdetkterwork by de Jong et
al. and increases the accuracy of determined timestamps.

Our main contributions in this paper are 1) a semantic-basefdrocessing ap-
proach that improves the quality of timestamping, 2) extarsof the language model
and incorporating more internal and external knowledgé,3ran experimental evalu-
ation of our proposed techniques illustrating the improgredlity of our extensions.

The organization of the rest of the paper is as follows. Inti6a2, we give an
overview of related work. In Section 3, we outline prelinriesa that will be used as the
basis of our approach. In Section 4, we explain semantieebechniques used in data
preprocessing. In Section 5, we propose three new apprsdicheimprove the previ-
ous work: word interpolation, temporal entropy and usintemal search statistics. In
Section 6, we evaluate our proposed techniques. Finalfeation 7, we conclude and
outline future work.

2 Related Work

To our knowledge, there is only a small amount of previoudaeerdetermining time of
documents. This aim can be divided into two categoriesrdeteng time of creation of
document/contents, and determining time of topic of caistdfor example, a document
might be created in 2002 but the contents is about the Vikigg.A

Determining time of a document can be done using 2 technideasing-based
and non-learning methods. The difference between the twtbads is that the former
determines time of a document by learning from a set of tngitiocuments, while the
latter does not require a corpus collection. Learning-thasethods are presented in [3,
17,18]. In [17,18], they use a statistical method calgpothesis testing on a group
of terms having an overlapped time period in order to deteerfithey are statistically
related. If the computed values from testing are above ahiotd, those features are
coalesced into a single topic, and the time of the topic isneded from a common
time period associated to each term. Another method preddaytde Jong et al. in [3]
is based on a statistic language model where time of the decui® assigned with a
certain probability. We will discuss in details this stdtidanguage model in the next
section.

Non-learning methods are presented in [9, 11]. They requirexplicit time-tagged
document. In order to determine time of a document, eachtiégged word is resolved
into a concrete date and a relevancy of the date is compuiad tie frequency of
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which the date appears in the document. The most relevamisiased as a reference
date for the document, however, if all dates are similarvegig the publication date

will be used instead. In the end, the event-time period ofitrjument is generated by
assembling all nearly dates to the reference date whenertievancy must be greater
than a threshold.

Comparing the non-learning to learning-based methods$, bbthem return two
different aspects of time. The first method gives a summatine of events appeared
in the document content, while the latter one gives the nike/loriginated time which
is similar to written time of the document.

Also related is work on indexing, retrieval, ranking andvsing. Recent work on
indexing and retrieval include the work on the V2 system 143, A technique for
indexing and ranking is described in [2]. In [1, 15], Alondmaé present an alternative
document ranking technique that uses temporal informatiguiace search results in a
timeline, which is useful in document exploration/brovwgsin

3 Preliminaries

In this section, we briefly outline our document model andstia¢istic language model
presented by de Jong, Rode and Hiemstra [3]. For short wénviile following denote
their approach as th#RH approach.

3.1 Document Model

In our context, a document collection contains a number ghu® documents defined
asC = {di,ds,ds, . ..,d,}. Adocument has two views: a logical view and a temporal
view. The logical view of each document can be seen as bagpad-(an unordered
list of terms, or features), while the temporal view représérustworthy timestamps.
A simple method of modeling the temporal view is partitiapiime spans into a smaller
time granularity. Adocumentmodel is definedias= {{w1, wa, ws, ..., wy}, (ti, tit1)}
wheret; < t;y1,t; < Time(d;) < ti+1, and(t;, t;+1) is the temporal view of the doc-
ument which can be represented by a time partitidime(d;) is a function that gives
trustworthy timestamp of the document and must be validiwiththe time partition.

3.2 The de Jong/Rode/Hiemstra Temporal Language Model

The JRH approach is based on a statistic language modehfestamp determina-
tion. Thistemporal language model is a variant of the time-based model in [8], which
is based on a probabilistic model from [16]. The temporaylaage model assigns a
probability to a document according to word usage stasigiicer time. In JRH a nor-
malized log-likelihood ratio [7] is used to compute the darity between two language
models. Given a partitioned corpus, it is possible to deitegrthe timestamp of a non-
timestamped document by comparing the language model &f with each corpus
partitionp; using the following equation:

P(w|p;)

P(w|0) @)

Score(d;,p;) = Z P(w|d;) x log

wed;
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where(' is the background model estimated on the entire collectimhpa is a time
partition. The timestamp of the document is the time partitivhich maximizes the
score according to the equation above. The intuition bettieddescribed method is
that given a document with unknown timestamp, it is posdiblénd the time interval
that mostly overlaps in term usage with the document. Fomgkg, if the document
contains the word “tsunami” and corpus statistic showswhtisd was very frequently
used in 2004/2005, it can be assumed that this time period@d candidate for the
document timestamp.

As can be seen from the equation, words with zero probalitigyproblematic, and
smoothing (linear interpolation [7] and Dirichlet smoat}i[19]) is used to solve the
problem by giving a small (non-zero) probability to wordsabt from a time partition.

4 Semantic-based Preprocessing

Determining timestamp of a document from a direct comparisetween extracted
words and corpus partitions has limited accuracy. In orml@énprove the performance,
we propose to integrate semantic-based techniques intentkertt preprocessing. We
have in our work used the following techniques:

— Part-of-Speech TaggingPart-of-speech (POS) tagging is the process of labeling
a word with a syntactic class. In our work, we use POS taggirggtect only the
most interesting classes of words, for example, nouns, aedb adjectives.

— Collocation Extraction: Collocations [12] are common in natural languages, and a
word can not be classified only on the basis of its meaningesiomes co-occurrence
with other words may alter the meaning dramatically. An eglkais “United States”
as one term compared to the two independent terms “united™states”, which
illustrates the importance of collocations compared tglgiword terms when they
can be detected.

— Word Sense DisambiguationThe idea of word sense disambiguation (WSD) is
to identify the correct sense of word (for example, two ofsbkases of “bank” are
“river bank” and “money bank”) by analyzing context withirsantence.

— Concept Extraction: Since a timestamp-determination task relies on statisfics
words, it is difficult to determine timestamp of a documenrttwanly a few words
in common with a corpus. A possibility is to instead compareaepts in two lan-
guage models in order to solve the problem of less frequerdsvo

— Word Filtering: A filtering process is needed to select the most informativeis
and also decrease the vocabulary size. In our work, we appl-tdf weighting
scheme to each term and only the top-rankiderms will be selected as represen-
tative terms for a document.

5 Enhancement of Statistic Language Models

In this section, we propose three new methods for improwierglRH approach: 1) word
interpolation, 2) temporal entropy, and 3) external seatalistics from Google Zeit-
geist [4]. Each method will be described in more details Welo
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5.1 Word Interpolation

When a word has zero probability for a time partition accogdd the training corpus,
this does not necessarily mean the word was not used in datsimetside the training
corpus in that time period. It just reflects a shortcomingafihg a training corpus of
limited size. As described in Sect. 3.2, smoothing can bd tsmodel that a word also
exists in other time partitions.

In the following we present more elaborate ways of word feggny interpolation
for partitions where a word does not occur. In this procesgowl is categorized into
one of two classes depending on characteristics occunnirtignie: recurring or non-
recurring. Recurring words are words related to periodic events, famgde, “French
Open”, “Christmas”, “Olympic Games”, and “World Cup”, anckasupposed to appear
periodically in time, for example December every year, @rgyour years. On the other
hand, non-recurring words do not appear periodically (bigihinstill appear in many
time periods, and as such can be also classified as aperiodic)

How to interpolate depends on which category a word belomgslkwords that are
not recurring are non-recurring, and thus it suffices to tifigng the recurring words.
This can be done in a number of ways, we initially use a singatbrtique just looking
at overlap of words distribution at endpoints of intervéts,example when detecting
yearly events look at all possible 12 month intervals (ixards on January 2000 and
January 2001, February 2000 and February 2001. Note thantifgoints should actu-
ally be a bit flexible/wide, due to the fact that many eventsndboccur at the exact
same date each year (Easter and Olympics are two typicalpgaam

Our interpolation approach is based on two methods: forrrauwords, if they
exist in a number of event periods those that are missinglaoeretically “filled in”,
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for non-recurring words interpolation is applied on pes@dijacent to periods where
the words exist.

Recurring Words: Assume a wordu,. that has been determined to be recurring,
for example “Olympic Games”. If the frequency of. in a partitionp;, represented
astf(w,,p;), is equal to zero, we interpolat¢ (w,, p;) with the minimum value of
adjacent partitionsnin (¢ f (wy, pj—1), tf(wr), pj+1). As depicted in Fig. 1(a), the fre-
guency is zero in the year 2000 (i.e., the word does not occany documents with
timestamp within year 2000). After interpolating, Fig. 1fhows how the frequency in
the year 2000 is assigned with that of 1996 because it is themaim value of 1996
and 2004.

Non-Recurring Words: Assume a wordu,,,- that has been determined to be non-
recurring, for example “terrorism”. Fig. 2(a) illustratégat a frequency is missing in
the year 2000 because there is no event (occurrence of woftroorism” in this year.

On the other hand, in the year 2001 and 2002, “terrorism” tresopopular as terror-
ists attacked on1*" of September 2001. Once again, information about “temstis
absent in the year 2003. However, “terrorism” becomes opnlthe year 2004 and
2005 because of bombing in Madrid and London. Supposedg fkaro major event
on “terrorism” after the year 2005, so the frequency is zarthe year 2006, 2007 and
2008. Although the word does not occur in the corpus it isejodrtain that the word
still has been used in “the real world”. We interpolaféw,,,, p;) in three ways.

In the case of a periog; wherew,,,. has never been seen before, it is possible to
observew,, in that period. We interpolatef (wy, p;) with a fraction (e.g. one-fifth) of
tf (Wnr, pj+1) Wherep;1 is the first partitionw,,,. occurs. For example, the year 2000
is interpolated based on a fraction of the frequency in tter 2801. The interpolation
method for this case is shown BR1 in Fig. 2(b).

In the case that; is a period thatv,,, is supposed to be normally used, but is absent
due to missing data, we interpolatg(w.,,, p;) with the average frequency of the ad-
jacent partitions{(nrpi )t/ (warpie1) For example, the year 2003 is interpolated
with the average frequency of 2004 and 2005. The intermiatiethod of this case is
shown adNR2 in Fig. 2(b).

Finally, if p; is a period wherev,,,. is absent because of decreasing popularity of the
word, it can still be expected that,,. is used afterward, but not as much as before. We
interpolatet f (w,, p;) with a fraction oft f (wy,, pj—1) wherep;_ is the last partition
wy, appears. In this case, the frequency of the years 2006, 2@aDZ@08 are interpo-
lated with a frequency of the year 2005 in a decreasing ptaporThe interpolation
method for this case is shown BR3 in Fig. 2(b).

5.2 Temporal Entropy

In this section we present a term weighting scheme concgtamporality calledem-
poral entropy (TE). The basic idea comes from the term selection methoskepted
in [10]. Terms are selected based on their entropy or noissure. Entropy of a word
w; is defined as follows:

Entropy(w;) =1+ Z P(d|w;) x log P(d|w;) (2)

deD

10
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whereP (d;|w;) = % Np is the total number of documents in a collection
D andtf(w;, d;) is thkélfrequency ofv; in a document;. It measures how well a term
is suited for separating a document from other documentsdacament collection,
and also it captures the importance of the term within theidant. A term occurring
in few documents has higher entropy compared to one appeiarimany documents.
Therefore, the term with high entropy, is a good candidatdistinguishing a document
from others.

Similar to tf-idf but more complicated, term entropy underline the impowramic
a term in the given document collection wherdfasif weights a term in a particular
document only. Empirical results showing that term entrapgood for index term
selection can be found in [6]. Thus, we use term entropy ammauweighting method
for highlighting appropriate terms in representing a tinaetition.

We define temporal entropy as a measure of how well a term tatdeifor sepa-
rating a time partition among overall time partitions anebdhdicates how important a
term is in a specific time partition. Temporal entropy of artew; is given as follows:

TE(ws) =1+ —— 3" P(plw;) x log P(plw) 3)
cP

longp

tf(wi,pj)
Z]kV:Pl tf(wiapk) !
P, andtf(w;, p;) is the frequency ofv; in partitionp;. Modifying the score in Equa-
tion (1), each termw can be weighted with temporal entrop\£ (w) as follows:
P(wlp;)

SCOT@te(diapj) = Z TE(’UJ) X P(w|d1) X 10gm (4)

where P(p;|lw;) = Np is the total number of partitions in a corpus

wed;

A term that occurs in few partitions is weighted high by itsngoral entropy. This
results in a higher score for those partitions in which thimtappears.

5.3 Search Statistics

In our work, we have also studied how to use external knovdedgd in this section
we describe how to make use of search statistics provided $8aech engine. The
only public available statistics that suits our purposethose from Google Zeitgeist,
which is given on different time granularities, such as wesknth and year. We have
employed the finest granularity available, i.e., weeklyad&ig. 3(a) shows a snapshot
of search statistics which is composed of the top-10 rankvwortypes of queries. In
the statistics, a query can be gaining or declining. A gajmoery is a keyword that
is growing in interest and becomes an emerging trend at &pkant time. Fig. 3(b)
shows the trend graph of the keywords “Tsunami” and “Eardkg(l. Both words are
gaining queries in December 2004 because they gain venyfitdghencies compared to
a normal distribution and slightly decrease their poptifaver the time line. In March
2005, the word “Earthquake” becomes a gaining query agaause of an earthquake
in Sumatra. On the other hand, a declining query is a keywdrerwits interest drops
noticeably from one period to another.
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Top 10 Gaining Queries Top 10 Declining Queries
Week Ending Dec. 27, 2004 | Week Ending Dec. 27, 2004 ||™ Earthauake

1. tsunami 1.anna kournikova ™ Hiichne
2. santa tracker 2. jeri ellsworth
3. earthquake 3. millau bridge
4. howard hughes 4. judith regan
5. tidal wave 5. reindeer
6. reggie white 6. scott peterson Indian Ocean 9.0 earthquake Dec 26
7. aleve 7.christmas L L
8. new year 8. nelly
9. winter solstice 9. halo 2 December 04

10. napoleon dynamite 10. heidi klum S i 2

(a) (b)

Fig. 3. Google Zeitgeist: Search statistics and trends

By analyzing search statistics, we are able to increasertitgapility for a partic-
ular partition which contains a top-ranked query. The highrebability the partition
acquires, the more potential candidate it becomes. To giealditional score to a word
w; and a partitiorp;, we check if (v;,p;) exist as a top-ranked query. After that, we
retrieve from statistics information about a query typeirfgey or declining), query
ranking and the number of partitions in whiah appears. Finally, &Z score ofw;
givenp; can be computed as:

GZ(pj,w;) = (P(wi) - f(Ri,j)> X ipfi (5)

whereipf; is defined as an inverse partition frequency and is equhulgté:%”. Np is
the total number of partitions and is the number of partitions containing . P(w;)
is the probability thatv; occurs;P(w;) = 1.0 if w; is a gaining query word anB(w; )
= 0.5 if w; is a declining query word. This reflects the fact that a ggjrguery is
more important than a declining one. The functjp(R; ;) takes a ranked number and
converts into a weight for each word. A high ranked query igarimportant in this
case.

We now integratésZ as an additional score into Equation (1) in order to increase
the probability of partitiorp;:

P(w|p;)

Scoregy,(d;, pj) = Z (P(w|pj) x log PlC) + BGZ(pj,w)) (6)
wed;

wheref is the weight for theGZ function which is obtained from an experiment and
represented by a real number between 0 and 1.

6 Evaluation

Our proposed enhancements are evaluated by comparingénrmance in determin-
ing the timestamp with experimental results from using tREl &pproach as baseline.
In this section, we will describe experimental setting,emmpents and results.

6.1 Experimental Setting

In order to assign timestamp to a document, a reference sapuosisting of docu-
ments with known dates is required for comparison. A temigarguage model is then
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created from the reference corpus. In fact, the temporguiage model is intended to
capture word usage within a certain time period. Two marnggimoperties of the ref-

erence corpus are 1) it should consist of documents fronowaridomains, and 2) it
should cover the time period of a document to be dated.

We created a corpus collection from the Internet Archivelfldownloading the
history of of web pages, mostly web versions of newspapegs, @BBC News, CNN,
New York Post, etc., in total 15 sources). The corpus callactovers on average 8
years for each source and the total number of web pages i$ 9000 documents, i.e.,
the web pages in the corpus collection have on average ba@vee once every five
day by the Internet Archive crawler.

6.2 Experiments

In order to evaluate the performance of the enhanced terlamguage models, the
documents in the corpus collection are partitioned into$ets Cyr-qin, Crest)- Cirain

is used as a training set and to create a temporal language r6d; is used as a test-
ing set and to estimate timestamps of documents (note thattually have the correct
timestamps of these documents so that the precision ofa&stimcan be calculated).

The training seC},.;, must meet the two properties mentioned above. This can
be achieved by creating it based on news sources of variousgthat cover the time
period of documents to be dated. We choose 10 news source$ifeccorpus collection
to build the training set. To creat&.;, we randomly select 1000 documents from the
remaining 5 news sources as a testing set.

In our experiments, we use two performance measures: meaad recall. Preci-
sion in our context means the fraction of processed docuskeat are correctly dated,
while recall indicates the fraction of correctly dated doents that are processed. A
recall lower than 100% is essentially the result of usingficd@mce of timestamping to
increase precision.

The experiments are conducted in order to study three aspgBcsemantic-based
preprocessing, 2) temporal entrofyE) and Google Zeitgeis3Z), and 3) confidence
in the timestamp-estimation task. Unfortunately, we werahle to evaluate our pro-
posed interpolation because of a too short time span (onga8sy in the corpus collec-
tion. However, we use linear interpolation as proposed aalf7] in our experiments,
and the smoothing parameters set to 0.1.

We evaluate the performance of the techniques repeatirgesg@eriment 10 times
on different testing sets, which all are created based odammnsampling. Averaged
precision and recall are measured for each experiment.

Experiment A: In this experiment, we evaluate the performance of semiatsed
preprocessing. The experiment is conducted on differentb@mations of semantic
methods. In A.1, we study the effect of concept extraction.,;,, is created as a train-
ing language model with the preprocessing steps: POS tgg@gi&D, concept extrac-
tion and word filtering. In A.2, we study the effect of colldicen extractionCy,.q;, IS
created as a training language model with the preprocestepg: POS tagging, collo-
cation, WSD and word filtering. In A.3};,.4in iS Created as a training language model
with the preprocessing steps: POS tagging, collocatioraetton, WSD, concept ex-
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traction and word filtering. In all experiments, timestarmmétermined for documents
in Cyes:- Precision is measured for each combination of semansecbtechniques.

Experiment B: In order to evaluate the performance of temporal entropyusedf
Google Zeitgeist statistics, we create a training langumagéel onCy,.,;, in two ways:
using the semantic-based preprocessing in A.3 and witlemiastic-based preprocess-
ing. For each document ifi;.,; the timestamp is determined using Equations (4) and
(6). Precision is measured for each scoring technique.

Experiment C: Similar to a classification task, it is necessary to know houcim
confidence the system has in assigning a timestamp to a dotubhés can for example
be used as feedback to a user, or as part of a subsequent goeggpwhere we want
to retrieve documents from a particular time only of the aderfice of the timestamp
is over a certain threshold. Confidence is measured by thandis of scores of the
first and the second ranked partitions and it is given asv@l@on f(Time(d;)) =
log % wherep,, andp,, are the first two partitions that give the highest scores
to a documentl; computed by Equation (1). A language model is createdfo;,,
and, for each document i@.;, timestamp is determined by varying a confidence
threshold. We measure precision and recall for each levedofidence.

6.3 Results

Fig. 4(a) (also presented in tabular form in Table 1) prespracision of results from
determining timestamp for different granularities using baseline technique (the JRH
approach) and combinations of different preprocessingnigeies (A.1/A.2/A.3). As
can be seen, by adding semantic-based preprocessing pigleésion can be obtained
in almost all granularities except for 1-week (where onlinggsoncept extraction out-
performs the baseline). The observation indicates thagusil-week granularity, the
frequency of a collocation in each week is not so differeat.dxample, news related to
“tsunami” were reported for about 6 weeks (during Decemid@d2and January 2005)
and each week had almost the same frequency of collocatichsss “tsunami victim”
and “tsunami survivor”. Thus the probability of a colloaatiis distributed in the case
of a small granularity and it is hard to gain a high accuracyafty particular partition.
On the other hand, as soon as the granularity becomes maisecoaage of colloca-
tions are quite distinct, as can be seen from the resultsrobith, 3-month, 6-month
and 12-month.

Fig. 4(b) (also presented in tabular form in Table 1) illag#s precision of re-
sults from determining timestamp when using temporal @yt(d E) without semantic-
based preprocessing, Google Zeitgeist statistics withemmantic-based preprocessing
(GZ), temporal entropy with semantic-based preproceqSAGE), and Google Zeit-
geist statistics with semantic-based preprocessing (B5-8€ can be seen, without
semantic-based preprocessing, TE only improves accuraatlgin 12-month while
in other granularities its results are not so different tosth of the baseline, and GZ
does not improve accuracy in all granularities. In contlagtpplying semantic-based
preprocessing first, TE and GZ obtain high improvement caetpto the baseline in
almost all granularities except for 1-week which is too drgednularity to gain high
probabilities in distinguishing partitions.
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Fig. 4. Results from experiments A, B and C

From our observation, semantic-based preprocessingateseamllocations as well
as concept terms which are better in separating time parsithan single words. Those
terms are weighted high by its temporal entropy. Similamgst of the keywords in
Google Zeitgeist statistics are noun phrases, thus coltotaand concepts gains better
GZ scores. This results in a high probability in determirtingestamp.

Fig. 4(c) shows how the confidence level affects the accucdajetermining a
timestamp. If the confidence level is 0, recall is 100% butisien is only 54.13%.
On the other hand, if the confidence levelis 1.0, precisiapit 91.35% but recall de-
creases to 33%. As shown in the figure, a high confidence thiictgives a high preci-
sion in determining the timestamp of documents, whereasardent with a correctly
estimated date might be discarded. Thus the confidencedanebe used to provide
more reliable results.

7 Conclusion and Future Work

We have in this paper described several methods that irecthasjuality of determin-
ing timestamp of non-timestamped documents. Extensiverarents show that our
approaches considerably increases quality compared tmtadine based on the previ-
ous approach by de Jong et al.

In order to increase reliability of timestamp-determioatiwe can take into account
the confidence measure. In this way, applications that redngh precision of results
can choose to only use documents where the timestamp hasléeemined with high
confidence.

There are several issues we intend to study as part of fuasearch. First, our word
interpolation method is an interesting idea in improving thnguage model. How-
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Experiment A Experiment B
GranularitiefBaseline A.1 A2 A3|Baseline TE GZ S-TE S-Gr
1-w 53.430 55.873 47.072 48.3653.430 55.725 53.050 49.126 48.423
1-m 56.066 62.873 59.728 61.1536.066 54.629 56.026 61.196 61.540
3-m 53.470 62.076 65.069 66.3683.470 55.751 54.030 64.525 67.008
6-m 53.971 62.051 66.065 68.71183.971 54.797 54.271 69.605 69.824
12-m 53.620 58.307 69.005 68.2(163.620 63.104 53.947 71.564 68.366
Table 1. Precision in experiments A and B

ever, not every word should be interpolated in the same nmratimes we could apply a
weighting scheme to words and interpolate only significamtds.

References

1

2.

o0k

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

. O. Alonso and M. Gertz. Clustering of search results usngporal attributes. IRroceeding

of the 29th S GIR, 2006.

K. Berberich, S. J. Bedathur, T. Neumann, and G. Weikumim& machine for text search.
In Proceedings of SGIR 2007, 2007.

F. de Jong, H. Rode, and D. Hiemstra. Temporal languagesisdor the disclosure of
historical text. InProceedings of AHC’ 2005 (History and Computing), 2005.

Google Zeitgeistt t p: / / www. googl e. conl press/ zeitgei st. html .

Internet Archiveht t p: // archi ve. org/ .

A. Klose, A. Nfirnberger, R. Kruse, G. Hartmann, and M. Rials. Interactive text retrieval
based on document similarities.

W. Kraaij. Variations on language modeling for infornoatiretrieval. SGIR Forum,
39(1):61, 2005.

X. Liand W. B. Croft. Time-based language modelsPtnceedings of CIKM’ 2003, 2003.
D. M. Llid6, R. B. Llavori, and M. J. A. Cabo. Extractingrigoral references to assign
document event-time periods. Rroceedings of DEXA 2001, 2001.

K. E. Lochbaum and L. A. Streeter. Comparing and comyinire effectiveness of latent
semantic indexing and the ordinary vector space model forrimation retrievallnf. Process.
Manage., 25(6):665-676, 1989.

I. Mani and G. Wilson. Robust temporal processing of nelwsACL ' 00: Proceedings of
the 38th Annual Meeting on Association for Computational Linguistics, 2000.

C. Manning and H. Schiitz€oundations of Statistical Natural Language Processing. MIT
Press, 999.

K. Ngrvag. The design, implementation, and performanicthe V2 temporal document
database systendournal of Information and Software Technology, 46(9):557-574, 2004.

K. Ngrvag. Supporting temporal text-containment tggein temporal document databases.
Journal of Data & Knowledge Engineering, 49(1):105-125, 2004.

M. G. Omar Alonso and R. Baeza-Yates. On the value of teahpdormation in information
retrieval. ACM SGIR Forum, 41(2):35-41, 2007.

J. M. Ponte and W. B. Croft. A language modeling approacinformation retrieval. In
Proceedings of SGIR 1998, 1998.

R. Swan and J. Allan. Extracting significant time varyfiegtures from text. IfProceedings
of CIKM’1999, 1999.

R. Swan and D. Jensen. Timemines: Constructing timeelinth statistical models of word
usage. IrProceedings of KDD-2000 Workshop on Text Mining, 2000.

C. Zhai and J. Lafferty. A study of smoothing methods Borguage models applied to
information retrieval ACM Trans. Inf. Syst., 22(2):179-214, 2004.



