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Abstract—In many search domains, both contents
and searches are frequently tied to named entities such
as a person, a company or similar. An example of such
a domain is a news archive. One challenge from an
information retrieval point of view is that a single entity
can have more than one way of referring to it. In this
paper we describe how to use Wikipedia contents to
automatically generate a dictionary of named entities
and synonyms that are all referring to the same entity.
This dictionary can subsequently be used to improve
search quality, for example using query expansion.
Through an experimental evaluation we show that with
our approach, we can find named entities and their
synonyms with a high degree of accuracy.

I. Introduction

In many search domains, both contents and searches
are frequently tied to named entities such as a person, a
company or similar. An example of such a domain is a news
archive. One challenge from an information retrieval point
of view is that a single entity can have more than one way
of referring to it. In some bases, this can be the result of
sometimes using the abbreviation versus not using it (e.g.,
United Nations and UN ), other times it will be because of
different ways of referring to a person (e.g., Barack Obama
versus President of the United States). The use of the
different search terms will give very different search results
and ranking of search results, since the search engine treats
the queries as if the user was interested in a particular
spelling, even if they from a user’s point of view might refer
to the same entity and should be considered equivalent.

In order to improve search quality in such domains, it
will be useful to 1) recognize such named entities (NEs)
in the text, and 2) determine possible synonyms for each
NE. This knowledge can subsequently be used to increase
search quality by the use of query expansion, where a
search for a NE can also give the results of synonyms of the
entity. In order to handle emerging names, freshness of the
NE/synonym dictionary is important, i.e., as soon as new
NEs emerge (for example previously unknown persons)
they should be included in the dictionary.

Wikipedia has most likely become the largest freely
available collection of knowledge and as of January 2009
it contains more than 2.7 million articles in the English
version [15]. In this paper we will explore the idea of using
Wikipedia contents to automatically generate a dictionary

of NEs and synonyms that are all referring to the same
entity. With such a dictionary in hand we can then handle
entities in a way so that the spelling of the entities becomes
less important, making it possible for the search engine to
return potentially interesting news articles mentioning the
entity, but with a different synonym.

In the paper we describe an approach for Wikipedia-
based NE recognition that significantly improves perfor-
mance of previous approaches, and describe an approach
for determining synonyms among the NEs. An experi-
mental evaluation confirms that Wikipedia is well suited
as a source of NEs and synonyms aided by its semi-
structuredness that can help in recognizing entities and
related synonyms, and that entities can be found with a
very high precision. The proposed method also classifies
the NEs as people, organizations, and companies. The
categories can for example be used by users to filter search
results according to what they are searching for.

Thus our main contributions of this paper are 1) an
approach for improved NE recognition that also implicitly
categorizes the found entities, 2) discovery of synonyms of
the NEs, 3) overview on how the synonyms have been used
in our system to improve search quality, and 4) a study
of quality of NE extraction and synonym discovery. The
combined advantages of the approach include language-
independency, unsupervised, not rule-based, and no need
for manually annotated training data. Since it is simply
based on processing Wikipedia it means that it can provide
freshness: new named entities can be included in the
directory as soon as they appear in Wikipedia.

The organization of the rest of this paper is as follows.
In Section II we give an overview of related work. In
Section III we describe the contents of Wikipedia as well
as a generic NE recognition algorithm. In Section IV
we describe our improved NE recognition algorithm. In
Section V we describe how to perform synonym extraction.
In Section VI we describe how to use query expansion
when performing searches. In Section VII we describe ex-
periments and results. Finally, in Section VIII, we conclude
the paper and outline issues for further work.

II. Related Work

During the recent years several attempts have been
made in using the semistructured contents of Wikipedia



for information retrieval purposes. The ones most relevant
to our work are [5], [13], [16].

In [16] Zesch et al. evaluate the usefulness of Wikipedia
as a lexical semantic resource, and compares it to more tra-
ditional resources, such as dictionaries, thesauri, semantic
wordnets, etc. In [5] Bunescu and Paşca study how to use
Wikipedia for detecting and disambiguating NEs in open
domain text. Their motivation is to improve search quality
by being able to recognize entities in the indexed text,
and disambiguate between multiple entities that share the
same proper name by making use of the context given
by the text. Then during searches they want to group
results according to sense rather than as a flat, sense-
mixed list. That would give the users access to a wider
range of results as today’s search engines may easily favor
the most common sense of an entity, making it difficult
to get a good overview of the available information for
a lesser known entity. In order to recognize NEs, they
use a simple, three-steps heuristics which we also build
upon in our paper (Section III-B). Next, they use the
redirect pages to find alternative names for the entities,
and disambiguation pages are used to identify different
entities that all share the same proper name. Similar ideas
have also been used by Cucerzan [6]. In [13] Schenkel et
al. present their system YAWN, which converts Wikipedia
into semantically annotated articles. Their motivation is
to open up for a more advanced query syntax, making it
possible to use semantically rich structural queries that
are very precise in what they are looking for like //per-
son[about(//work,physics( and about(//born,Germany)]
to query Wikipedia.

Knowledge from Wikipedia can also be used in order to
improve the quality of traditional NE approach. Kazama
and Torisawa [9] describes how to extract categories from
the first sentence in a Wikipedia article and using these
categories to improve NE recognition.

Another useful public available source of semantic in-
formation is WordNet, a large lexical database of English
where nouns, verbs, adjectives and adverbs are grouped
into sets of cognitive synonyms, or synsets, expressing dis-
tinct concepts[7]. Synsets are linked, based on conceptual-
semantic and lexical relations. In [12], Magnini et al.
describes a method where WordNet is used to create a
collection of NEs, grouped by categories such as person,
location, organization, etc. Their method is based around
capturing external and internal evidence, where internal
evidence are the words in the text that are considered to
be an entity and the external evidence are the surrounding
sentence. Toral et al. used this as the basis for their NE
extraction in [14].

Although NE recognition is nothing new, traditionally
the focus has been on recognizing NEs embedded in text.
Most approaches are based on rules [4], decision trees [11],
hidden Markov models [2], and maximum entropy [8].
However these methods do not take into account the addi-
tional semantic information available due to the Wikipedia

structure and might also be too time-consuming when the
aim is to have a dynamic dictionary which is continuously
updates based on the evolving Wikipedia.

III. Preliminaries

In this section we will describe more detail the contents
of Wikipedia as well as the generic NE recognition algo-
rithm proposed by Bunescu and Paşca [5].

A. Wikipedia

There are four Wikipedia features that are in particular
attractive as a mining source when building a large collec-
tion of NEs: internal links, redirects, disambiguations, and
categories. In the following sections we will briefly describe
these features.

Internal Links

Internal links are used to link words in one article with
another article, thereby making it very easy for the users to
find more information about a specific keyword mentioned
in the article text.

Redirects

Redirects are almost similar to links, except that they
can not include an alternative text. We intend to use them
as another source of synonyms or alternative spellings of
entities, as was done in [16]. A difference between redirects
and links are that the links pointing to different articles
can share the same display text, but a redirect can only
redirect to a specific article. This makes the redirects less
ambiguous. An example of a redirect is to redirect Shortest
path to Shortest path problem.

Disambiguations

Disambiguation1 pages are used by Wikipedia to resolve
conflicts between terms having multiple senses by either
listing all the senses for which articles exist, or treat the
dominant sense as the primary article, and then presenting
a small link to less popular senses. An example of an
ambiguous term is Mercury which can refer to both the
element and the planet as all Wikipedia article titles start
with a capital letter.

Categories

Categorization is used to group one or more articles
together, and every article should be a member of at
least one category. However, this is only encouraged, not
required. The categories that a page is a member of are
always shown at the bottom of the article, and can help
the users in finding other articles related to the domain.
The categorization system is flexible as it is not limited to
a tree structure, instead it is a direct cyclic graph. While
avoiding cycles is encouraged, it is not enforced by the
software and therefore some cycles exist. This may make it

1Note that the meaning of the term disambiguation in Wikipedia
context is slightly different from how it is used in computational
linguistics.



difficult to determine which category is the parent category
and which one is a sub-category.

B. Generic Named Entity Recognition

When using Wikipedia titles for NE recognition, a first
naive attempt might be to use capitalization of words
to find entities. However, this approach will not work
because all article titles have their first letter capitalized
even if they are nouns rather than proper nouns. A more
sophisticated approach is described by Bunescu and Paşca
in [5], and is based on the following heuristics:

• If multi word title and every word is capitalized, ex-
cept prepositions, determiners, conjunctions, relative
pronouns or negations, consider it an entity.

• If the title is a single word, with multiple capital
letters, consider it an entity.

• If at least 75% of the occurrences of the title in the
article text itself are capitalized, consider it an entity.

A fixed value of 75% is not necessarily robust, so we
instead use a more flexible threshold approach where the
title is considered an entity if the fraction of capitalized
occurrences of the title in the article text is larger than
α. We will later in this paper study experimentally how
different values of α affect the NE recognition.

IV. Improving Named-Entity Recognition

Although the generic approach for NE recognition de-
scribed above has relatively good performance despite its
simplicity, improvements can be made. In this section, we
describe an alternative to the capitalization requirement,
which utilizes Wikipedia categories that are mainly made
up of entities, to recognize NEs.

As mentioned above, the Wikipedia categories form a
directed cyclic graph, which makes it more difficult to find
nodes in the category graph that designates that all sub-
categories are people, organizations, or companies. Since
it does not follow a tree structure, we risk running into
cycles, which could turn the remaining of a graph into a
sub-category of a chosen parent node. In order to avoid
this problem, we instead use the fact that category names
often follow certain patterns when multiple categories are
related. For instance, there are multiple category groups
that follow a Companies based in xxx pattern, where xxx is
a geographical location. We believe that this can possibly
be very useful for gathering a large collection of entities
related to a few groups. Also, this collection of entities will
be useful in evaluating the recall of the entity recognition
algorithm described above.

Since we intended to use the extracted entity dictionary
in a news context, we selected three categories of entities
we consider highly relevant for our intended application
areas: 1) people, 2) organizations, and 3) companies.

The first entity category is easy to find entities for, as
there is a category named ”‘Living people.”’ This category
exists in Wikipedia mainly because living people may
suffer harm if wrongful information is attributed to them,

Entity Category Pattern
Companies ”‘Companies headquartered in *”’
Companies ”‘Companies established in *”’
Companies ”‘Companies based in *”’
Companies ”‘Companies listed on *”’
Companies ”‘* companies of *”’
Companies ”‘* companies”’
Organizations ”‘* organizations”’
Organizations ”‘Organizations based in *”’
Organizations ”‘Organizations established in *”’
People ”‘Living people”’

TABLE I
Patterns used for category matching.

and therefore these pages must be watched more carefully
than other pages. This makes it a very useful category to
us as it should cover most people who are news relevant.

The second and third entity categories are more difficult
to extract as there are no superior category for either of
them which are used to indicate that all children are either
organizations or companies. In order to solve this problem,
we use pattern matching to identify categories holding
entries that would fit under the respective NE categories.
Using simple wildcards we found category patterns that
matched categories that are made up of entities, as shown
in Table I where the patterns we used are listed.

It should be noted that a side-effect of our category-
based NE recognition approach is a set of classified NEs.
This can also be utilized in order to increase search quality.

V. Synonym Extraction

After a set of NEs have been identified, we want to
find their synonyms. We intend to use the internal links,
redirects and disambiguation pages for this, and we can
easily extract all of these after we have the NEs. This will
give us a list of captions, all used on links to a particular
entity. The list can contain two types of “noise”: 1) it is
likely to contain a various amount of “junk synonyms”,
i.e., synonyms that are not really synonyms, but instead
the result of people vandalizing articles, and 2) it can also
contain link captions where a noun has been appended
to the proper noun which it is linking to, e.g., Bush
administration’s is linking to the article about President
Bush, yet it is not a good synonym.

To filter out the noise we considered two options:

• Weighting each link caption based on the number of
links using the same caption. Then we can filter out
the less popular ones, which are less likely to be good
synonyms since they are used infrequently.

• Apply the same algorithm used for classification of
link captions, where we use versions of the link cap-
tions that are capitalized in different ways as an
alternative since we have no article text.

In the synonym extraction step we want to extract all
the possible synonyms for all the NEs we had identified
earlier. We collected all the links and redirects with des-
tination and caption. Since we are not interested in the



Main Name Synonym Frequency

George W. Bush

George W. Bush 7166
Bush 453
President Bush 392
George Bush 129
President George W. Bush 65
G.W. Bush 62
George W. Bush 32

United Nations
United Nations 9943
UN 816
U.N. 88

TABLE II
Example of a synonym set.

source article, we accumulated all links pointing to the
same title, using the same caption. The synonyms listed
in Table II are an example of what we found through the
synonym extraction. The synonyms listed here and their
frequencies are real, but the selection of synonyms was
done manually in this case.

Unfortunately the links do not provide us with a perfect
set of synonyms as the link captions in some cases are very
contextually dependent. What this means is that we found
link captions pointing to NEs were the link was made up
of a pronoun or other terms than proper nouns. In some
cases the entity name used in the link caption is not even
the same entity that the link is pointing to, instead they
are only related in some way. To deal with some of the
noise we apply filtering as follows:

• Given the set S of potential synonyms for an entity,
for each si ∈ S:

– Remove any suffix enclosed in parentheses and
apply a light stemming stripping it of any pos-
sessive form

– Classify the synonym as good or bad synonym as
described below, remove si from S if it turns out
to be bad

– Given freq(sq) as the frequency of a synonym
sq and |S| as number of items in S, remove si if

freq(si) <
∑|S|

k=1
freq(sk) ∗ β

(In our experiments we have used β = 0.01)

When trying to classify the synonym as a good or bad
synonym we use a similar algorithm as the one described
in III-B, except we do not have an article text with
occurrences we can use, therefore we ignore that rule. Since
we then lose the rule which was used to handle single-
word names, we lower the limit of the minimum capitalized
words required to one. We also use the frequency of a
potential synonym to weight its importance and remove
the ones that fall below a given threshold.

VI. Employing Synonyms in Search

One of the motivations for automatically building a
dictionary of NEs and their synonyms is to use it in
order to improve robustness in searches, by being able
to improve the recall when entities are referred to using

different names in the query and the documents, e.g.,
United Nations and UN.

How to utilize the dictionary of NEs depends on whether
we can have our framework inside the search engine (inter-
nal) or only as a frontend (external). The former is feasible
in a enterprise/institutional search domain, while only the
latter is feasible when using search engines like Google and
Yahoo.

External

In the case of accessing external search engines, the
problem is that we do not have access to the the original
news articles and the ability to normalize [10] them before
indexing.

A first näive approach in using our approach as frontend
to an external search engine is to use query expansion
by expanding the query to include multiple synonyms.
However, as was also witnessed in our experiments, this
will not give very good results. Actually, few of the original
highest-ranked results from the non-expanded version of
the query (which should be expected to also appear in the
query-expanded result) will be in the result set. The reason
for the problem of using this approach relates to how
the vector space model works: search results will only be
ranked high when the results contain multiple synonyms
in the same text. Although in general this problem can
be solved by the use of Generalized Vector Space Models
(GVSM), when employing external systems we this is not
an option (that GVSM are not used in search engines were
also obvious from our experiments).

A second and better approach, is to submit individual
queries and present a ranked version of the total/merged
result set as result to the query. However, this approach
also has potential problems. First, for news search engines,
there will be a number of duplicate articles, i.e., articles
that are not only reporting on the same topic but more or
less are the same article. Based on observations from our
experiments, it appears that news search engines would
arbitrarily remove all but one of the duplicates from the
result set during query time. What this meant was that the
removed duplicates would change depending on the query
used, making it more difficult to do automatic filtering of
the merged result set. However, this problem can mostly
be solved. A second and more serious problem is how
to rank the final result set. For a start, simply merging
the individual result sets, is a possibility. However, this
technique can be improved by more sophisticated ranking
methods.

Internal

In the internal case, an additional approach that can be
applied is to perform entity normalization before indexing.
That is, all occurrences of an entity are translated into
their main entity reference if it can can be determine which
entity the document is about, or a list of the unique names
of multiple entities if there are no unambiguous references
in the text. This has similarities to GVSM.



Synonym selection

A problem with the query expansion is that the pop-
ular entities have a very large amount of synonyms with
very small variations. For example, the entity with the
most synonyms had as many as 153 different synonyms
(cf. Table VI). If the queries are expanded with all the
synonyms of the entities specified, the result would be
queries so large that they would most likely result in a
serious performance hit. This will be unacceptable in a real
world usage, in particular if external resources are used.
The solution is to limit the expanded query to the top k

synonyms, where a suitable value for k can be around 5-10.
Using our approach, the synonyms to select are the ones
with the most inbound links using the synonyms as link
captions.

VII. Evaluation

In this section we describe the experimental setting and
evaluation of our proposed ideas. The goal of the exper-
iments is to study the quality of entity recognition and
synonym detection using the Wikipedia-based approaches
described above.

A. Evaluation Environment

In order to evaluate the ideas we implemented a system
for extracting NEs and synonyms from Wikipedia (the
results in this paper are based on the January 2008 dump
containing the latest version of each article available at
Wikipedia’s download site2). The system also provides
a search frontend that employs the NEs and synonyms
for increasing quality of searches towards existing search
engines. An overview of the system design is shown in
Fig. 1.

The metrics used in the evaluation are precision and
recall [1]. The reference set is the set of items that would
be generated from the input set if the operation performed
on the input set was perfect, so that precision is therefore
the fraction of relevant items in the result set, while recall
is the fraction of relevant items that were included in the
result set. We also employ the F-Measure which combines
precision and recall into a single performance measure, i.e.,
F = 2∗precision∗recall

precision+recall
.

The paper has a two-fold focus. The first part is au-
tomatic generation of a NE dictionary, and the second
is using the dictionary to better handle the occurrences
of different synonyms. In the first part of the evaluation,
where the NEs extracted from Wikipedia are to be evalu-
ated, we extracted smaller subset for in precision/recall
calculations. These subsets were randomly chosen and
then manually classified.

B. Named Entity Recognition Results

In this section we will present the results of the eval-
uation of the NEs. First we present the results from the

2http://download.wikipedia.com
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Fig. 2. Precision, recall, and F-Measure of the recognized entities
for different values of α.
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Fig. 3. Precision, recall and F-Measure of the categorized entities.

global NE recognition, followed by the results from the
three categories we extracted entities from, and last we
use the category-based entities to evaluate the algorithm
used in the global entity-extraction.

Generic Recognition

Fig. 2 shows the precision, recall and F-Measure for
different values of α (i.e., threshold in the generic NE
recognition described in Section III-B) are shown. Here
recall is the percentage of the entries that were recognized
as entities, while the precision is the percentage of the
entries correctly classified as NEs. The test data we used
for this was a random subset of the Wikipedia entries
which was manually classified as entity/non-entity.

As the recall drops fairly evenly while the precision
improves similarly for different values of α, it is difficult
to see what the optimal value of α is. Fig. 2 shows the F-
Measure for the different thresholds, and shows that based
on this combined measure, α = 0.65 is the one giving the
best results.

NEs from Categories

The second approach we used to generate lists of entities
was based on the use of string patterns to recognize the
categories used for different kinds of entities. Table III
shows a breakdown of how entries matching the different
patterns were divided. As one entry can be a member
of multiple categories, the total number of entities per
category is less than the sum of the entries matched
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Fig. 1. System overview.

Category Pattern Entities

Companies

”‘Companies headquartered in *”’ 204
”‘Companies established in *”’ 7518
”‘Companies based in *”’ 8555
”‘Companies listed on *”’ 1365
”‘* companies of *”’ 15728
”‘* companies”’ 10955

Organizations
”‘* organizations”’ 12661
”‘Organizations based in *”’ 1640
”‘Organizations established in *”’ 1

TABLE III
Number of entities matching each of the patterns.

Category Unique Entities
Companies 27188
Organizations 11988
People 228071

TABLE IV
Number of unique entities per category.

by each pattern, and the number of unique entities per
category can be seen in Table IV.

We selected a a random subset of 585 entities that
match any of the patterns (the list of entities can be found
in [3]), and then calculated the precision by manually
classifying this subset. From this we found a very small list
of entries that were not NEs. These are shown in Table V.
As can be deduced from the names, most of these are in
reality entries that list multiple entities or general terms,
except for Albert and David Maysles which we consider a

Category Non-Entity

Companies

China-based financial stocks in Hong Kong
Dynamic packaging
List of assets owned by Time Warner
List of national and international moving assoc.
Norwegian types of company

Organizations

Charity badge
Death squad
List of Aikido organizations
List of fictional companies

People Albert and David Maysles

TABLE V
Non-entities tagged with entity categories.
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Fig. 4. Recall of the NE classification algorithm when used on the
categories, for different values of α.

misclassification still since it is an entry about two different
entities that are related, but not a single entity.

In Fig. 3 the precision, recall and F-Measure of the
different categories are shown. The recall of the general
entity classification algorithm is evaluated using the three
categories of entities extracted using the category patterns
as test data. Overall the average recall is high since the
people category is considerably larger than the other two.
We have also studied the impact of the α parameter (see
Fig. 4), and as can be seen the recall of companies and
organizations varied significantly with the α threshold.
The reason is that small uncapitalized words are more
common in these entities.

Observations

Both approaches for extracting NEs from Wikipedia
entries have advantages and disadvantages. The first one
is a generic method in the sense that it is able to recognize
entities from all of Wikipedia. It is based on the fact
that proper nouns are capitalized, and NEs are proper
nouns. There is one problem, and that is that all Wikipedia
entries have the first character in their title capitalized by
convention, which means it is not useful to look at the
first character to recognize proper nouns. If it was not for
that, it would have been considerably easier to recognize
NEs with a high precision. Instead we had to rely on a
set of heuristics. As seen in Fig. 2 we are able to obtain
a precision of 80% and higher with a recall around 95%



Category # of Entities Average # Max #
# of Entities of synonyms of synonyms

Companies 25284 3.2 103
Organizations 11122 2.7 69
People 221207 1.9 153
All 257613 2.1 153

TABLE VI
Statistics from the synonym extraction.

using these heuristics.
Using the category-based approach yielded a consider-

ably improved precision over the first method, in addition
to giving us the entities grouped by categories. The cat-
egories selected were categories that are highly related to
news search engines or news archives, and the smaller list
of entities generated through this method may actually
be an advantage. A problem with generating too many
entities is that only a fraction of them are actually news
relevant and the irrelevant ones may become noise as they
match the wrong person. That is why we selected only
a few news-related categories. From what we have seen,
it would be fairly easy to use this method to generate a
collection of geographical entities, including which entities
that are part of another entity simply by looking at the
entry’s categories and title. In the case of geographical
entities, the entry titles often follow a pattern where the
things like county, state, or country follow the entity name
separated by comma.

C. Synonyms

The synonym extraction was based around the catego-
rized entities and the average number of synonyms found
per category is shown in Table VI. As we can see the
number of synonyms found was in average lower among
people than the other categories. We believe this is because
of the large amount of people entries in Wikipedia that are
very short on content as they are less popular entries, and
are therefore having very few links pointing to them. Also,
for companies and organizations, the use of abbreviations
is more common, resulting in more synonyms on average.

We classified a random subset of the potential synonyms
and used this to calculate precision/recall of the link
labels and redirects classified as synonyms. As shown in
Fig. 5, the precision/recall of people was considerably
higher than for companies and organizations. Especially
for organizations, the subset used for the evaluations
contained very few organizations, which may have affected
the precision/recall calculation of this category.

Observations

Finding synonyms was an important part in the creation
of the entity dictionary, and using the entities found earlier
we considered all links and redirects to any of them as
potential synonyms. What was seen was that the popular
entities usually had a very large list of potential entities,
often made up of various spelling variations and different
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Fig. 5. Precision, recall and F-Measure for the synonyms.

uses of abbreviations or titles. One reason for the very
large amount of synonyms with very tiny differences is
that while the pages for popular entities are of high quality,
the same may not hold true for the entries linking to them
which results in a lower quality of the link captions coming
from these entries. A possible approach to this would be
to try to determine the quality of the entries the links are
coming from and use that to weight the synonyms.

The results in Fig. 5 indicate a very high precision for
the synonyms found for people, but for companies and
organizations this is considerably lower. One reason is that
companies in some cases have subsidiaries which did not
have separate pages, but instead they were only given a
short description on the parent company’s page. We did
not consider this to be the same entity, and therefore
filtering the of company synonyms is more difficult than
people synonyms. Another explanation is that the people
category was very large compared to the other categories,
including many short stub articles, and because of this
they had fewer average synonyms.

The average number of synonyms listed in Table VI
would have been considerably higher if we had only looked
at popular entities. This is to be expected as Wikipedia
has more than 200000 people entities, where the majority
are not commonly known. These lesser known entities are
likely to have very few synonyms.

VIII. Conclusion

In this paper we have described approaches for using
Wikipedia to automatically build a dictionary of NEs and
their synonyms. The intended usage of this dictionary is in
search by helping the users find articles about the entity
independent of which entity name is used in the article.

The evaluation shows that Wikipedia is well suited as
a data source for NE mining. We were able to extract a
large amount of entities with a high precision, and the
synonyms found were mostly relevant, but in some cases,
the number of synonyms were very high. This resulted in
lots of synonyms that were correct, but would rarely be
used in a search query as they were very context specific.

Future work includes using additional Wikipedia struc-
tures and contents for improved NE recognition and cat-



egorization. One such structure is the template system,
where articles can include a template while passing along
a set of variables that are used by the template. We also
plan to continue to improve the application of the NEs
and synonyms in our search frontend, in particular by im-
proving the ranking after synonym-based query expansion
has been applied.

Acknowledgments

The authors would like to thank Jon Atle Gulla for
helpful feedback in the initial phase of this work, and
George Tsatsaronis and Robert Neumayer for valuable
help in improving the paper.

References

[1] R. Baeza-Yates and B. Ribeiro-Neto. Modern Information
Retrieval. Addison Wesley, 1999.

[2] D. M. Bikel, S. Miller, R. M. Schwartz, and R. M. Weischedel.
Nymble: a high-performance learning name-finder. In Proceed-
ings of ANLP’1997, 1997.

[3] C. Bøhn. Extracting named entities and synonyms
from Wikipedia for use in news search. Available from
http://www.idi.ntnu.no/grupper/db/. Technical Report
IDI 1/2009, NTNU, 2009.

[4] A. Borthwick. Maximum Entropy Approach to Named Entity
Recognition. PhD thesis, New York University, 1999.

[5] R. C. Bunescu and M. Pasca. Using encyclopedic knowledge for
named entity disambiguation. In Proceedings of EACL’2006,
2006.

[6] S. Cucerzan. Large-scale named entity disambiguation based
on wikipedia data. In Proceedings of the 2007 Joint Conference
on Empirical Methods in Natural Language Processing and
Computational Natural Language Learning (EMNLP-CoNLL),
2007.

[7] C. Fellbaum. WordNet – an electronic lexical database. MIT
Press, 1998.

[8] E. Jaynes. Information theory and statistical mechanics.
Physics Reviews, 106(4):620–630, 1957.

[9] J. Kazama and K. Torisawa. Exploiting Wikipedia as external
knowledge for named entity recognition. In Proceedings of
the 2007 Joint Conference on Empirical Methods in Natu-
ral Language Processing and Computational Natural Language
Learning (EMNLP-CoNLL), 2007.

[10] M. A. Khalid, V. Jijkoun, and M. de Rijke. The impact of
named entity normalization on information retrieval for question
answering. In Proceedings of ECIR’2008, 2008.

[11] D. M. Magerman. Natural language parsing as statistical pattern
recognition. PhD thesis, Stanford University, 1994.

[12] B. Magnini, M. Negri, R. Prevete, and H. Tanev. A WordNet-
based approach to named entities recognition. In Proceedings of
COLING-02 on SEMANET, 2002.

[13] R. Schenkel, F. M. Suchanek, and G. Kasneci. YAWN: A
semantically annotated Wikipedia XML corpus. In Proceedings
of BTW’2007, 2007.
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